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The beha®ior of stationary and mo®ing spatially-periodic patterns in a simple cross-
flow reactor was simulated and analyzed for a situation in which reactant is supplied
continuously along the reactor and a first-order exothermic reactor occurs. The Danck-

(werts boundary conditions for realistic Le and Pe ®alues. While the unbounded in-
)finitely long reactor is an asymptotic case used to study the stability of the homoge-

neous solution, the mo®ing wa®es that emerge in the con®ecti®ely unstable unbounded
system may be arrested at the boundaries of a bounded system and stationary wa®es are
established abo®e some amplification threshold. Sustained periodic and aperiodic be-
ha®ior may emerge under certain conditions. The spatial beha®ior in the bounded sys-
tem with Pe™` is analogous to the temporal beha®ior of the simple thermokinetic
CSTR problem and the beha®ior of the distributed system is classified according to that
of the lumped one.

Introduction
Dispersion of a reactant along a packed-bed reactor, rather

than supplying it with the feed, may be advantageous in sev-
eral classes of reactions: Gradual feeding of oxygen may im-

Žprove selectivity in partial-oxidation reactions Tellez et al.,`
.1999 where high feed concentration leads to poor selectivity,

while low concentration limits the rate and conversion. By
dispersing the feed along the reactor in reactions with self-in-

Žhibition typically described by Langmuir-Hinshelwood kinet-
.ics , we may maintain the reactant concentration at its opti-

mal concentration, a value that leads to a maximal rate
Ž .Sheintuch et al., 1986; Westerterp et al., 1984 . Such a sup-
ply can be fixed at discrete ports or, with the help of selective
membranes which are currently a subject of intensive investi-
gation, distributed continuously along the reactor. A continu-
ous supply of a reactant may be effectively achieved for a
second reaction in a sequence of two consecutive reactions,
when the first one is reacting at an almost constant rate.

The classes of reactions described above, like partial or
complete oxidation and hydrogenation, are highly exothermic
and activated, and often exhibit reactant self-inhibition. En-
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thalpy must be removed continuously in these units. The
technical incorporation of mass-supply and heat removal is a
challenging technical problem, as it requires two interfaces
within the reactor. These can be organized as an annular tube
with mass transfer at one wall and heat transfer at the other.
Another possibility is a multitube reactor incorporating two
kinds of tubes for the two transfer processes. The latter is,
probably, a more practical approach, while the former is a
good model for describing the process. Radial gradients are
expected in either case, but we will ignore them here and

Ž .describe the problem as one-dimensional 1-D . The unique
aspect of such a reactor is that, sufficiently far from the inlet,

Ž .the system approaches a homogeneous space-independent
solution, which should be derived from certain optimization
considerations. Highly-exothermic or highly-activated reac-
tions may yield such multiple solutions, and in the distributed
system fronts separating different states may be formed.

The purpose of this work is to analyze the rich plethora of
spatiotemporal patterns, including standing or moving waves
and aperiodic patterns, that may emerge in such a system.
Several recent works have pointed out that patterns may be
induced by the interaction of kinetics and convection. These

Žpatterns are different from the Turing structures Turing,
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.1952 when the inhibitor diffuses sufficiently faster than the
activator.

The convection-reaction patterns are intriguing academi-
cally and may be of importance for design and operation of
commercial reactors. Previous works of such patterns ana-
lyzed models with ‘‘learning kinetics’’ like the Brusselator, or
used boundary conditions that do not correspond to any ac-
tual situation. The present work analyzes patterns due to a

Žfirst-order exothermic reaction with realistic parameters Le
. Ž .41, Pe41 and realistic Danckwerts boundary-condi-

Ž .tions. Yakhnin et al. 1994a,b; 1995 in their investigation of
Ž .the differential flow induced chemical instability DIFICI ,

applied linear stability analysis to reactors with periodic
Ž .boundary conditions ‘‘ring-shaped’’ reactor or to ‘‘linear’’ re-

actors with special boundary conditions that maintain the ho-
mogeneous solution. Patterns emerge when the magnitude of
the differential bulk flow exceeds a critical value. They simu-
lated traveling wave trains in a system with periodic bound-
ary conditions, and followed the amplification of perturba-
tions in a ‘‘linear’’ system with Danckwerts conditions. In all
their studies the calculations were carried out for the range
of parameters that correspond to convectively unstable, but

Ž .absolutely stable, systems defined later . They did not simu-
late stationary patterns. Moving patterns due to the interac-
tion of thermal bistability and feed dispersion along the reac-

Ž .tor were suggested by us Shvartsman and Sheintuch, 1995 .
Stationary space-periodic structures in a Brusselator were

Ž . Ž .studied by Kuznetsov et al. 1997 , and Andresen et al. 1999 .´
Ž .Finally, the authors Nekhamkina et al., 2000 have recently

conducted a weak nonlinear analysis of a thermokinetic model
of a catalytic reactor.

This work extends a series of previous articles on the dy-
namics of the fixed-bed reactor, in which we studied spa-

Žtiotemporal patterns in heterogeneous Barto and Sheintuch,
. Ž .1994 and homogeneous Sheintuch and Nekhamkina, 1999

models using the generic first-order Arrhenius kinetics, or a
detailed multistep model, like the one that applies to CO

Žoxidation in the catalytic converter Keren and Sheintuch,
.2000 . In all the models cited above patterns emerge due to

interaction of kinetics or thermal bistability with a slow re-
versible change in activity. In the present model, however,
the activity is held constant and patterns emerge due to the
interaction of enthalpy and mass balances. Oscillatory or even
chaotic behavior may emerge due to the interaction of the
front-motion upstream and flow downstream. It can be de-
scribed by a single-variable integro-differential equation sug-
gesting that complex dynamics may result in distributed sys-
tems from simple kinetics that admit simple bistability in a

Ž .mixed system. Recently, Lauschke and Gilles, 1994 and Hua
Ž .et al. 1998 analyzed and observed complex dynamics in a

loop-reactor heat exchanger using a reaction with simple
bistable kinetics.

In spatially extended systems with convection, like fixed-bed
reactors, instabilities are referred to as either ‘‘convective’’ or
as ‘‘absolute’’, when disturbances spread at velocities that are
smaller or larger then the fluid velocity, respectively. In con-
vectively unstable, but absolutely stable, bounded systems the
amplified perturbations are ultimately swept out of the sys-
tem leaving the reactor in its stationary state. Thus, perturba-
tions cannot be sustained. A convectively unstable system may
be made absolutely unstable by introducing a spatial feed-

back loop, for example, if the outlet stream is partially recy-
cled. Thus, the boundary conditions are of considerable im-
portance for the stability of the system.

In the present work we simulate and analyze the behavior
of stationary spatially-periodic patterns in a ‘‘linear’’ reactor
with Danckwerts boundary conditions and realistic Le and
Pe values. We find that the moving waves that emerge in the
convectively unstable unbounded system are usually arrested
at the boundaries, and stationary waves are established above

Ž .some amplification threshold Nekhamkina et al. 2000 . Sus-
tained periodic and aperiodic behavior may emerge under
certain conditions. We also draw the analogy between the
distributed system and the simple CSTR problem. These re-
sults may lead to new design or operation procedures of cat-
alytic reactors, and join the growing family of spatially-pat-
terned reactors, like the reactor with flow-reversal or the
loop-reactor. The observed behavior is also different than
previous studies of patterns in convection-reaction system in
that the underlying mechanism does not require oscillatory

Ž .kinetics that is, Hopf bifurcation , or different diffusivities
Ž .Turing bifurcation or even differential bulk flow.

Reactor Models and Linear Analysis
The homogeneous model of catalytic reactors assumes that

interphase gradients of temperature and concentration be-
tween the fluid and solid phases are absent. The mass and
energy balances are conventional ones except for the mass
supply term; they account for accumulation, convection, axial

Ž .dispersion, chemical reaction r C, T , heat loss due to cool-
Ž Ž ..ing S s a T yT and mass supply through a membraneT T w
Ž Ž ..wall S s a CyC . For the 1-D case, the appropriateC C w

system equation has the following form

 C  C  2C
qu yeD sy 1ye r C , T qS ,Ž . Ž .f C2 t  z  z

 T  T  2T
rc q rc u y kŽ . Ž .p p ef 2e  t  z  z

s yD H 1ye r C , T qS , 1Ž .Ž . Ž . Ž .T

The Danckwerts boundary conditions are typically imposed
on the model

 C  T
zs0, eD su CyC , k s rc u T yT ;Ž .Ž . Ž .f in e p inf z  z

 T  C
zs L, s s0. 2Ž .

 z  z

We assume that the dispersion of mass is negligible and, for a
Ž .first-order activated kinetics r sAexp -ErRT C, the system

Ž .Eqs. 1 and 2 may be rewritten in the dimensionless form as
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 x  x g y
q s Da 1y x exp y a xy x s f x , y ,Ž . Ž . Ž .C wž /t j g q y

 y  y 1  2 y
Le q y 2t j Pe j

g y
s BDa 1y x exp y a yy y s g x , y . 3Ž . Ž . Ž . Ž .T wž /g q y

1  y  y
˜j s0, xs0, s y ; j s L, s0. 4Ž .

Pe j j

Here the conventional notation is used

C T yT z tuin
xs 1y , ysg , j s , t s ,

C T z zin in 0 0

E yD H C AzŽ . in 0 ygg s , Bsg , Das e ,
RT rc T uŽ .in p inf

rc z uŽ .rc k PzŽ . p 0p f g 0eLes , Pes , a s ,Crc k uŽ .p ef

h PT z0
a s 5Ž .T urc fŽ .p

Note that we did not use the reactor length L as the length
˜scale, but rather an arbitrary value z , so that Ls Lrz can0 0
˜be varied as a free parameter. The choice of L will be dis-

cussed below. Conventional definitions of Pe and Da corre-
˜ ˜ Žspond to our PeL and DaL the symbol ‘‘tilde’’ will be omit-

. Ž .ted further . Typically, the bed heat capacity is large Le41
Žand Pe41. Note that even when Pe is around unity, the

˜ .conventional definition corresponds to PeL41.
Ž Ž .The solutions of the righthand side of the Eq. 3 f x , ys s

Ž . .s g x , y s0 are the asymptotic homogeneous solutions ofs s
the problem and up to three solutions may exist within a cer-
tain set of parameters. Under these conditions, we may find
fronts separating different steady states.

To understand the patterns admitted by Eqs. 3 and 4, let
us review the behavior of several simplified and related sys-
tems:
Ž .I If we ignore, for now, the heat-dispersion term, then

the steady-state system

dx dy
s f x , y ; s g x , y . 6Ž . Ž . Ž .

dj dj

is exactly the model describing the temporal dynamics of a
homogeneous CSTR, in which an exothermic first-order reac-
tion is conducted. This problem has been investigated exten-
sively in order to map the various bifurcation diagrams and

Žphase planes in the parameter space Uppal et al. 1974, 1976;
.Guckenheimer, 1986 . While reactor dynamics at the en-

trance zone is dictated by the feed conditions, no simple clas-
sification of the states governed by Eqs. 3 and 4 exists and

Ž .the analysis of sustained motions of the CSTR Eq. 6 is use-
ful in describing and classifying the behavior of a long reac-
tor. System 6 may admit, aside from the phase plane with a

Ž .unique stable state which we denote by U or with two sta-
Ž . Ž .ble states M , an oscillatory solution surrounding one O or

Ž .three solutions O , and multiple solutions in which the up-3
Ž . Ž .per or lower one is stable M , or surrounded by a limit-cycle

Ž . Ž .OS or unstable and unattracting U . Other phase planes,3
notably those due to subcritical Hopf bifurcation, may exist
over narrow domains.

Each of these phase planes may be used as a starting point
in investigating the full system dynamics. In a long reactor
the system may approach the corresponding asymptotic state,
and when two such states exist, the attained state is deter-

Ž .mined by the inlet initial conditions.
Ž .II Incorporating the dispersion-term now, while still

maintaining the steady-state solution, the system is described
by

dx dy dp
s f x , y ; s p; s Pe py g x , y . 7Ž . Ž . Ž .Ž .

dj dj dj

The multiplicity patterns of this system are identical to those
of Eq. 6, but the new term affects the dynamics. The Jaco-
bian matrix is

f f 0x y

Js 8Ž .0 0 1� 0y Peg y Peg Pex y

Ž .and the characteristic equation of the eigenvalues m isi

Jy mIsy m3q m2 f q Pe y m Pef q Peg q detJs0Ž . Ž .x x y

9Ž .

Ž .where detJs Pe f g y g f . The Hopf bifurcation occursx y x y
when m s" ik1,2 0

k2
1r2 02k s y f y g f Pe s , 10Ž .Ž .0 x x y 0 f q gx y

This reduces, of course, to the Hopf bifurcation condition of
the previous case when Pe™`.
Ž . Ž .III Consider the full system Eq. 3 . The linear stability

analysis conducted below ignores the boundary conditions;
this corresponds to either a system with periodic boundary
conditions or an infinitely long system which is not affected

Žby the boundaries a similar approach was used by Kuznetsov
.et al., 1997 and Andresen et al., 1999 . Denoting the devia-´

� 4tion from the basic steady-state solution us x , y as u ss s 1
� 4x , y , and linearizing the original problem, we arrive at the1 1
following system for the perturbations

 u  u  2u1 1 1
yV y D s Ju , 11Ž .12t j j

� Ž .y14 � y14where Ds diag 0, LePe , and V y diag 1, Le are the
diffusion and convection matrices. Assuming the perturba-
tions to be harmonic in the space variable j , that is u s1
� 4 ikjqstx , y ; e , where k is the perturbation wave number1 1
and s is the time growth rate, and using it in Eq. 11, we

Ž .obtain the dispersion relation DD s , k s0. It has a form of
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Figure 1. Typical neutral curves for various types of be-
havior as classified in terms of CSTR dynam-
ics.

Ž . ŽParameters in a B s16.2, b s 3, Das 0.2, as in Figure 17
Ž .in Uppal et al. 1974 correspond to a simple limit cycle, in

Ž . Ž Žb B s16.2, b s 3, Das 0.129, as in Figure 20 Uppal et
.al., 1974 ]to a stable state surrounded by an unstable and

Ž . Žstable limit cycles, in c B s19, b s 3, Das 0.09, as in Fig-
Ž ..ure 12 in Uppal et al. 1974 ]to a globally-stable state, and

Ž . Žin d B s16.2, b s 3, Das 0.132, as in Figure 12 in Uppal
Ž ..et al. 1974 ]to three unstable states surrounded by a sta-

Ž .ble limit cycle. The solid and dash lines in d correspond to
the lower and upper steady-state solutions. The dot denotes

Ž .the Turing point Pe , k .0 0

the quadratic equation with complex coefficients

s 2 q A q iA s q N q iN s0, 12Ž .Ž . Ž .r i r i

where the coefficients are given by

A q iA sy trM , N q iN s detMr i r i

Ms Jq ikV y k2D 13Ž .

It can be easily shown that the bifurcation condition Re s s0
is satisfied if

A2 N q A A N s N 2 , 14Ž .r r r i i i

while the frequency of the emerging oscillatory pattern is
given by

v s Ims sy NrA . 15Ž .i r

Relation 14 defines the neutral curve that may be calculated
numerically for a chosen set of parameters. We used Pe as
the bifurcation parameter, as it does not influence the
steady-state solutions. Moreover, the stationary patterns

Ž .emerging at Pe™` for the system Eq. 3 correspond to the
dynamic behavior of the corresponding CSTR problem. The

Žneutral curve typically acquires a minimum k , Pe , see Fig-c c
.ure 1 and crossing Pe corresponds to an excitation of oscil-c

latory solutions with finite k in an unbounded system moving
at a constant speed.

Ž .IV Let us consider now the bounded system governed by
Ž .the Eq. 3 with the applied boundary conditions Eq. 4 . Lin-

ear stability analysis is of limited use now as the steady state
is generally not homogeneous and cannot be expressed ana-

Ž .lytically. Moreover, bifurcations in the system Eq. 3 , as we
change a parameter, generically do not occur, rather, a grad-
ual shift of patterns occur. As the simulations below demon-
strate, this problem has the following unusual feature. The
moving patterns predicted in the infinite region are sup-
pressed by the boundaries, and, above, some threshold Pe
stationary patterns, which generally do not correspond to the
minimum of the neutral curve, are excited. For such patterns
to emerge, we should impose a condition of zero frequency
Ž . Ž .N s0 in addition to the relation Eq. 14 . Note that thei

Ž .condition v s0 see Eq. 15 defines a straight line in the
Ž .plane k, Pe . If both of these conditions are matched, we

Ž .may determine an amplification threshold see Figure 1 . Its
coordinates are identical to the Hopf bifurcation point for
Eq. 7, defined by the Eq. 10.

The detailed weak nonlinear analysis of the full system that
includes the derivation of the amplitude equation near the
bifurcation point of an unbounded system, based on the mul-

Ž .tiscale expansion Pismen and Rubinstein, 1999 is presented
Ž .elsewhere Nekhamkina et. al., 2000 . Note that both linear

and nonlinear analysis mentioned above are valid, strictly
speaking, only for an unbounded system in the vicinity of a
single steady state. In the bounded system this procedure
should take into account the influence of the boundary con-
ditions, which can lead to a shift of the critical wave num-

Ž .bers. If the system Eq. 3 admits multiple steady-state solu-
tions, then the dynamic behavior becomes significantly more
complicated.

It should be emphasized that the CSTR model provides
some information about an asymptotic behavior, when Pe™`
and very large L. The information about the practical behav-

Ž .ior finite Pe and L may be obtained only by analysis of the
Ž .distributed system Eqs. 3 and 4 .

Numerical Simulations
In this section we analyze the spatiotemporal behavior of

Ž .the full system Eqs. 3 and 4 using the classification of mod-
els described above. That is, we consider some typical cases
that were investigated previously for the corresponding CSTR

Ž .problem by Uppal et al. 1974 . Consistent with that study,
Žwe set without loss of generality x s y s0 supply condi-w w

.tions are similar to feed conditions , a s1 and a s b q1c T
Ž .b is a coefficient used in Eq. 18 to describe heat transfer .
In all simulations we choose Les100 and the reactor length
was set Ls10%25 in order to resolve a structure of the

Žemerging patterns these estimates were made according to
.the critical wave numbers considered in the previous chapter .

ŽCase 1. The simplest CSTR dynamics aside for a stable
.state is one that admits an unstable steady-state solution

surrounded by a stable limit cycle. The corresponding neutral
curve typically acquires the form of Figure 1a and includes a

Žbifurcation point Pe s15.42, k s5.9. Its location close to0 0
.Pe , the minimum of the neutral curve is coincidental. Nu-c

merical simulations reveal that, for Pe- Pe , the homoge-c
neous solution is established practically in the whole domain
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Figure 2. Steady-state profiles of the dimensionless
( ) ( ) ( )concentration x a, e and temperature y

( ) ( ) ( )for Pe=14 a, b , 20 c , 100 d, e of the full
( )system 3 and the corresponding CSTR dy-

( )namic behavior f .
ŽThe horizontal lines show the steady-state level. Case 1, pa-

.rameters, as in Figure 1a, Ls10 .

with some adjustment at the inlet section, due to the bound-
Ž .ary conditions Figures 2a and 2b . For Pe) Pe , the systemc

exhibits transients of traveling waves: once excited, they move
Žuntil they are consequently arrested near the boundaries the

.dynamic behavior is illustrated by Figure 3 . In the subcritical
Ž .region Pe - Pe- Pe the amplitude of the wavy patternsc 0

Ž . Ž .decays along the reactor, and the profiles y j and x j tend
to the stationary solution y , x , in similarity to the case Pe-s s
Pe .c

Stationary space-periodic patterns are established for Pe)
Pe . The amplitude of these patterns varies in space but tends0
to some saturated value. For relatively small deviations from

Žthe bifurcation, the patterns have a harmonic form Figure
.2c and the computed wave number is in a very good agree-

Ž .ment with the theoretical value k Eq. 14 .0
With increasing D Pe' Pey Pe , the amplitude of the state0

variables grows, the patterns become highly nonlinear
Ž . Žsawtooth pattern and the wave number decreases see Fig-

.ures 2d and 2e . Numerical simulations reveal that the struc-
ture of the patterns become insensitive to the Pe number for

Ž 3.large Pe )10 and, as expected, the form of the spatial pat-
terns completely corresponds to the dynamic behavior of the

Ž .corresponding CSTR model Figure 2f .
Case 2. When the corresponding CSTR problem admits a

stable steady-state solution surrounded by an unstable limit
cycle which, in turn, is enveloped by a large stable limit cycle,

Ž .then the neutral curve of the full system Figure 1b admits a

Figure 3. The transient leading to a sustained pattern
starting from a homogeneous state.
Temperature is denoted as a gray scale in the time vs. space

Ž .plane. Case 1, Ls10, Pes100 .

minimum but the critical amplification point is absent: Pe -0
0. The system behavior, however, is significantly more com-
plicated than in the previous case, and cannot be predicted
from the linear stability analysis in the vicinity of y , x .s s

Ž .For small values of Pe -3 , the stationary solution is es-
tablished. The temperature and concentration profiles are af-
fected at the inlet by the boundary conditions and tend

Ž .monotonically towards the steady state y , x at the exit.s s
Ž . Ž .With increasing Pe, local maxima of the x j , y j pro-

files are formed and the hot spot oscillates within a small
Ž . Ž . Ž .spatial domain Figures 4a and 5a . If we plot y j vs. x j ,

then this ‘‘spatial’’phase plane shows a small meandering loop
Ž Ž . .Figure 5a 2 presents two snapshots . With increasing Pe,

Ž .the limit cycle shrinks Figure 4b, Pes3.2 . Stationary pat-
terns are established for Pe)3.5. They are composed of some
spatially oscillated waves in the near inlet section with transi-
tion to the asymptotic steady-state solution in the down-

Ž .stream section see Figures 4c and 5b . The number of these
waves increases with increasing Pe and eventually cover the

Ž .whole region Figure 5c . For high Pe, the pattern corre-
sponding to the oscillatory CSTR solution is established.

Case 3. When the corresponding CSTR problem admits a
Ž .globally-stable low-activity steady-state solution U and two3

unstable solutions, then the neutral curves calculated for the
Ž .upper steady state x , y exhibit a local minimum and as3 s3

Ž .pattern bifurcation point Figure 1c, Pe s5.9, k s6 . Bi-03 03
Ž .furcation from the intermediate steady state x , y is nots2 s2

interesting, as this state is associated with a positive eigen-
value. Recall also that Pe is the Hopf bifurcation point of03

Ž .the ODE system Eq. 7 and, thus, for Pe- Pe , this system03
admits two stable asymptotic states.

Ž .For Pe- Pe ;4.0 , only stationary solutions are ob-c3
tained. Depending on the initial condition, the profile of the
state variables are either monotonous and strongly converg-

Ž Ž .ing to the lower steady-state solution x , y , Figure 6a 1 ,s1 s1
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Figure 4. Effect of Pe on the system behavior for case
( )2 parameters as in Figure 1b, L=10 : Pe=3.0

( ) ( ) ( )a , 3.2 b , 5.0 c .
Row 1 shows the spatiotemporal temperature patterns, row
2 exhibits the temporal behavior at j s 0.25L, and row 3
presents the phase planes for j s 0.25L. The star denotes
the steady state solution.

Figure 5. Transition from the moving to stationary pat-
terns for case 2 with increasing Pe: Pe=3.0
( ) ( ) ( )a ; 5.0 b , and 100 c .
Row 1 presents the temperature profiles along the reactor
Žoscillations in a are denoted by two snapshots expressed by

.solid and broken lines ; row 2 presents the ‘‘spatial’’ phase
Ž Ž . Ž ..planes y j vs. x j ; the star denotes the steady-state so-

lution.

.broken line , or slowly waving and converging to the upper
Ž Ž . .steady state x , y , - Figure 6a 1 , solid line . Travelings3 s3

waves emerge for Pe) Pe . These waves move towards thec3
Žinlet and are gradually suppressed by the boundary see Fig-

ures 6b and 6c, which exhibit two selected spatial profiles
Ž . Ž .and Figures 7a 1 and 7b 1 , which demonstrate the spa-

.tiotemporal behavior . The phase plane trajectories for each
Ž Ž . Ž ..cross section y t vs. x t aside for the inlet are single loops

Žthat envelop the upper steady state y , x see Figures 6bs3 s3
Ž . Ž ..2 and 6c 2 . Further increase in Pe leads to increasing
amplitude of the oscillations especially in the downstream
section. For Pes5.25, a period-two solution was recorded
Ž .see Figure 7b and a period doubling transition is expected.

( ) ( )Figure 6. Transition from the almost homogeneous a through oscillatory wave-trains b–d to stationary patterns
( ) ( ) ( ) ( ) ( ) ( )e for case 3 parameters as in Figure 1c, L=10 with increasing Pe: Pe=4.0 a , 4.5 b , 5.25 c , 5.27 d ,

( )100 e .
Ž Ž .Rows 1, 2 present the temperature profiles and the ‘‘spatial’’ phase planes as in Figure 5; multiple solutions in a are denoted by solid and

.broken lines, oscillations in by d are denoted as in Figure 5a ; the stars denote the steady-state solutions.
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Figure 7. Effect of Pe on the spatiotemporal patterns for
(( ) )case 3: Pe=4.5 a period one solution , and

(( ) )5.25 b period-two solution .
Row 1 shows the spatiotemporal temperature patterns, row
2 exhibits the temporal behavior at j s 0.75L; and row 3
presents the phase planes for j s 0.25L; the stars denote
the steady-state solutions.

A transition to the chaotic motion was not observed in this
case. For PeG5.27, the system behavior becomes quite simi-

Ž .lar to that previously considered in case 2: First, Pes5.27 a
single breathing hot spot emerges in the near inlet section
Ž . Ž .j ;2 , while most of the reactor j )4 is extinguished
Ž .Figure 6d . Further growth in Pe leads to the formation of
the stationary patterns with an increasing number of the
standing waves. In the vicinity of Pe the numerically ob-0,3
tained wave number is in a very good agreement with the
analytical predictions. With increasing Pe, the originally har-
monic form of the patterns transforms, while the wave num-
ber is relatively little affected by the bifurcation parameter
Ž .Figure 6e .

Case 4. The last case to be considered corresponds to a
CSTR problem which admits three unstable steady states sur-
rounded by a single stable limit cycle. The neutral curves cal-

Ž . Ž 4culated for the lower x , y and upper x , y steady-s1 s1 s3 s3
state solutions for the full system exhibit local minima and

Žstationary pattern bifurcation points Figure 1d, Pe s1.98,01
.k s1.17, Pe s2.28, k s2.53 . As in case 3, for Pe-min01 03 03

Ž .Pe , Pe , only stationary solutions, depending on the ini-c1 c3
Žtial conditions are obtained. In the following calculations we

Ž .used the intermediate steady state x , y as the initials2 s2
.conditions.

In a domain which roughly lies around the two critical Pe
Ž .the system exhibits spatiotemporal patterns Figures 8a]8e

in which a pulse is born somewhere downstream and then
moves upstream and disappears. The motion is periodic if
the birthpoint of this pulse is reproduced on successive pulses,
or multiperiodic or even aperiodic when it does not repeat
itself. At Pes1.5, a strictly periodic motion is sustained in
which a single hot spot emerges somewhere within the reac-

Ž Ž ..tor inlet, moves upstream and disappears Figure 8a 1 . The
Ž . Ž .corresponding y t vs. x t phase plane exhibits a single

Ž Ž . .closed loop Figure 8a 3 , cross section j s0.25L .
ŽAperiodic behavior is recorded for Pes2.1%2.3 Figure

. Ž . Ž Ž .8b and the corresponding two-dimensional 2-D y t vs.
Ž . Ž .. Žx t , j s0.25, Figure 8b 3 or 3-D with the addition of the

.derivative dyrdj as a third coordinate - Figure 9a phase-
plane and phase-space exhibit a strange attractor.

ŽRegular period-5 patterns are established at Pes2.5 Fig-
.ure 8c . The short waves are consequently followed by the

longer waves forming a single packet which is composed of
five waves. These waves are clearly evident by the temporal

Ž . Ž Ž ..profile y 0.25L, t Figure 8c 2 and by the five loops in the
Ž Ž .. Ž .2-D Figure 8c 3 and in the 3-D Figure 9b phase por-

traits. At Pes3.0, regular moving patterns that span most of
Ž .the reactor are established Figure 8d . The period-5 pattern

is maintained again in the range 3- Pe-4, but unlike the
lower Pe regimes, a single standing wave is already formed

Ž .near the inlet compare Figures 8e and 8c . We suspect that
other aperiodic or multiperiodic domains may exist but, since
it is not the main focus of this work, we do not try to map
these domains.

ŽThe stationary patterns are established for Pe)5 Figure
.8f . This value differs sufficiently from the bifurcation points,

calculated for both lower and upper steady-state solutions,
and the computed wave number also does not agree with any
of the analytical values. With increasing Pe, as in the previ-
ous cases, the standing wave patterns are significantly rear-
ranged and for Pe)104 become quite similar to the tempo-
rary solution of the corresponding CSTR problem.

In the simulations presented above we used Pe as the bi-
furcation parameter. Below, we briefly discuss the influence
of another parameter}the reactor length L. Note that we
do not change the length scale z and the other parameters0
are not affected. We consider case 4 with Pes4. The regular
moving five-wave packet shown in Figure 8e is observed in
the range Ls20%27. For Ls18, a packet composed of four

Ž .pulses is established. For larger values L)27 , chaotic mo-
tion was observed, while for L)30 a six-waves packet was

Ž .established not shown . Thus, increasing the reactor length
leads to an increasing number of waves that the system holds,
but we did not observe the new types of the spatio-temporal
behavior.

Concluding Remarks
This work analyzes and simulates novel patterns in a sim-

Ž .ple model of a cross-flow or membrane reactor. While such
reactors have not been applied commercially yet, the advan-
tages of such a reactor have been outlined in the Introduc-
tion and the current extensive work into membrane reactors
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( )Figure 8. Effect of Pe on the spatiotemporal patterns for case 4 parameters as in Figure 1d, L=25 .
ŽŽ . . ŽŽ . . ŽŽ . . ŽŽ . .Pes1.5 a periodic solution with a moving hot spot , 2.1 b aperiodic behavior , 2.5 c period - 5 packet , 3.0 d period-one patterns ,

ŽŽ . . ŽŽ . .3.5 e -period-5 packet , 5.0 f stationary patterns . Row 1 shows the spatiotemporal temperature patterns, row 2 exhibits the temporal
behavior at j s 0.25L, and row 3 presents the 2-D phase planes for j s 0.25L. The stars denote the steady-state solutions.

suggests that such processes will be applied in the future.
While we have analyzed the reactor with a continuous supply
of reactants, a model with finite number of supply ports will
also exhibit similar behavior if their number is large enough
and they are placed at the crests of the emerging wave. We

( )Figure 9. The 3-D dy/////dj , y , x phase space for case 4
plotted at j =0.25L and different Pe.

ŽŽ . . ŽŽ . .Pes 2.1 a , a strange attractor ; 2.5 b , a period-5 packet .

still need to check the engineering implications by studying a
real-case example. Such designs may be aimed at supplying

Žoxygen to a partial oxidation reaction see Sheintuch and
.Shvartsman, 1996 or coupling of endothermic dehydrogena-

tion and exothermic oxidation reactions in a membrane reac-
tor.

The patterns emerge due to the interaction of reaction and
convection of the activator, in contrast to Turing patterns that
emerge due to competition of an activator and a fast-diffus-
ing inhibitor in quiescent fluids. Large amplitude stationary
space-periodic patterns have been simulated and analyzed for
a bounded system. The linear stability analysis was per-
formed for an unbounded system using Pe as a bifurcation
parameter, and the analytical expression for an amplification
threshold was derived. This critical value is a good predictor
for stationary patterns excitation in bounded systems.

The stationary spatial behavior of the distributed system,
in the limit case Pe™`, formally correspond to the temporal
dynamics of a homogeneous CSTR, which was previously
comprehensively investigated. The CSTR model will not pre-
dict oscillations in catalytic systems due to the large solid
heat-capacity, but that parameter will not affect the spatial
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patterns presented here. For large Pe, stationary patterns are
established in all cases. The behavior in the vicinity of the
bifurcation point of the distributed system depends on the
type of a phase plane that emerges for the same set of pa-
rameters in the corresponding CSTR. Only stationary pat-
terns emerge in the distributed system for the simplest dy-
namics which admits an unstable steady-state solution sur-
rounded by a stable limit cycle in a CSTR. For more compli-
cated cases, especially for the cases when the corresponding
CSTR problem admits multiple unstable steady states, both
regular and aperiodic behaviors are observed in the dis-
tributed systems which obviously cannot be predicted by the
linear stability analysis. The emergence of time-dependent
behavior in the present thermokinetic model, in which the

Ž .inhibitor C is fast and short-ranged, is a surprising novel
phenomena, since, unlike other pattern-forming models in
chemical systems, each point of the system does not exhibit
oscillatory behavior. In that respect the emerging behavior is
similar to cooperative phenomena observed in certain fluid-
dynamics cases.
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Notation
Bsdimensionless exothermicity
c svolume-specific heat capacityp
Cskey component concentration
Dsaxial dispersion coefficient
Esactivation energy

D Hsreaction enthalpy
DasDamkohler number

ksthermal conductivity
LesLewis number
PesPeclet number
usfluid velocity
tstime

T stemperature
a , a sheat and mass transfer coefficientsT C

e sbed void fraction
r sdensity

Subscripts
esefficient value
f sfluid

insat the inlet
sssolid

wswall value
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